A recurrent neural network with exponential convergence for solving convex quadratic program and related linear piecewise equations
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Abstract

This paper presents a recurrent neural network for solving strict convex quadratic programming problems and related linear piecewise equations. Compared with the existing neural networks for quadratic program, the proposed neural network has a one-layer structure with a low model complexity. Moreover, the proposed neural network is shown to have a finite-time convergence and exponential convergence. Illustrative examples further show the good performance of the proposed neural network in real-time applications.
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1. Introduction

We are concerned with the following quadratic programming problem

\begin{equation}
\begin{aligned}
&\text{minimize} & & \frac{1}{2} x^T Q x + c^T x \\
&\text{subject to} & & b^1 \leq Ax \leq b^2, \quad d^0 \leq x \leq h^0
\end{aligned}
\end{equation}

where \( Q \in \mathbb{R}^{n \times n} \) is a symmetric and positive definite matrix, \( A \in \mathbb{R}^{m \times n} \), \( h^0, d^0 \in \mathbb{R}^n \), \( b^1, b^2 \in \mathbb{R}^m \), and \( c \in \mathbb{R}^n \). Since the objective function is strictly convex, the problem (1) has a unique optimal solution. The problem (1) can include many other quadratic programming problems. For example, let us consider the following quadratic programming problem

\begin{equation}
\begin{aligned}
&\text{minimize} & & \frac{1}{2} x^T Q x + c^T x \\
&\text{subject to} & & Bx = b, \quad Dx \leq d, \quad d^0 \leq x \leq h^0
\end{aligned}
\end{equation}

where \( B \in \mathbb{R}^{l \times n} \), \( D \in \mathbb{R}^{r \times n} \), \( \mathbb{R}^l \), \( b \in \mathbb{R}^l \), and \( Q, d^0, h^0, c \) is defined in Eq. (1), respectively. Let

\[
A = \begin{pmatrix} B \\ D \end{pmatrix}, \quad b^1 = \begin{pmatrix} b \\ p \end{pmatrix}, \quad b^2 = \begin{pmatrix} b \\ d \end{pmatrix}
\]

and \( m = l + r \), where \( p = [-\infty, \ldots, -\infty] \in \mathbb{R}^l \). Then the problem (2) can be transformed into the problem with the form (1). The quadratic programming problem arises in a wide variety of scientific and engineering applications (Bazaraa, Sherali, & Shetty, 1993) including regression analysis, image and signal processing, parameter estimation, filter design, robot control, etc. In many real-time applications these optimization problems have a time-varying nature, they have to be solved in real time. One typical application of real-time optimization in robotics is for robot motion control (Yoshikawa, 1990). Another typical application of real-time optimization in signal processing is for adaptive beamforming (Kalouptisidis, 1997). Because of the nature of digital computers, conventional numerical optimization algorithms may not be competent. As parallel computational models, neural networks possess many desirable properties such as real-time information processing. In particular, recurrent neural networks for optimization, control, and signal processing received tremendous interest (Cichoki & Unbehauen, 1993; Golden, 1996; Sevrani & Abe, 2000; Xia & Wang, 2000, 2001). At present, there are several recurrent neural network approaches to solving quadratic programming problems. Kennedy and Chua (1988) presented a primal neural network for solving Eq. (1). Because the network contains a finite penalty parameter, it converges an approximate solution only. To overcome the penalty parameter, Xia (1996) proposed a primal-dual neural...
network for solving Eq. (1) and its dual, and Xia and Wang (2001) developed a dual neural network for kinematically redundant manipulators. The primal-dual neural network has a two-layer structure and the dual neural network is used to solve some special convex quadratic programming problems. Moreover, they cannot be shown to have a finite-time convergence and exponential convergence to the optimal solution of Eq. (1). It is well known that designing a neural network with a low complexity and a fast convergence rate (Cichocki & Unbehauen; Sudharsanan & Sundareshan, 1991; Zhang, Heng, & Fu, 1999) is of importance.

This paper first transforms Eq. (1) into a piecewise formulation and then proposes a recurrent neural network for solving the piecewise equation. It is shown that the output trajectory of the proposed neural network has a finite-time convergence and an exponential convergence to the optimal solution of Eq. (1). In addition, unlike the existing primal-dual neural network, the proposed neural network has a one-layer structure with a low model complexity.

2. A piecewise formulation

In this section, using standard optimization techniques (Bazaraa et al., 1993; Kinderlehrer & Stampcchia, 1980) we transform Eq. (1) into a piecewise formulation.

First, let

\[
E = \begin{pmatrix} A \\ I \end{pmatrix}, \quad d = \begin{pmatrix} h^1 \\ d^0 \end{pmatrix}, \quad h = \begin{pmatrix} h^2 \\ h^0 \end{pmatrix},
\]

where \( I \in \mathbb{R}^{n \times n} \) is an unit matrix. Then the problem (1) can be rewritten as

\[
\begin{align*}
\text{minimize} & \quad \frac{1}{2} x^T Q x + c^T x \\
\text{subject to} & \quad d \preceq E x \preceq h,
\end{align*}
\]

where \( d = [d_1, \ldots, d_{n+m}]^T \) and \( h = [h_1, \ldots, h_{n+m}]^T \). Consider the Lagrangian function of Eq. (3)

\[
L(x, y, \eta) = \frac{1}{2} x^T Q x + c^T x - u^T (Ex - \eta),
\]

where \( u \in \mathbb{R}^{n+m} \) is referred to as the Lagrange multiplier and \( \eta \in X = \{ u \in \mathbb{R}^{n+m} | d \preceq u \preceq h \} \). According to the well-known Saddle point theorem (Bazaraa et al., 1993), we see that \( x^* \) is an optimal solution of Eq. (3) if and only if there exist \( u^* \) and \( \eta^* \) satisfying

\[
L(x^*, u^*, \eta^*) \leq L(x, u, \eta) \]

That is

\[
\begin{align*}
\frac{1}{2} (x^*)^T Q x^* + c^T x^* - u^T (Ex^* - \eta^*) \\
\leq \frac{1}{2} (x^*)^T Q x^* + c^T x^* - u^T (Ex^* - \eta^*) \\
\leq \frac{1}{2} x^T Q x + c^T x - (u^*)^T (Ex - \eta),
\end{align*}
\]

\[\forall x \in \mathbb{R}^n, u \in \mathbb{R}^{n+m}, \eta \in X.\]

From the first inequality in Eq. (4) we obtain

\[
(u - u^*)^T (Ex^* - \eta^*) \geq 0, \quad \forall u \in \mathbb{R}^{n+m}.
\]

Then \( Ex^* = \eta^* \). From the second inequality in Eq. (4) we get

\[
f(x^*) - f(x) \leq (u^*)^T (\eta - \eta^*) \quad \forall x \in \mathbb{R}^n, \eta \in X,
\]

where \( f(x) = \frac{1}{2} x^T Q x + c^T x - (u^*)^T Ex \). If there exists \( \hat{x} \) such that \( f(x^*) - f(\hat{x}) > 0 \), then

\[
0 < (u^*)^T (\eta - \eta^*) \quad \forall \eta \in X,
\]

which is contradictory when \( \eta = \eta^* \). Thus for any \( x \in \mathbb{R}^n \) we have \( f(x^*) - f(x) \leq 0 \) and

\[
(u^*)^T (\eta - \eta^*) \geq 0, \quad \forall \eta \in X.
\]

From the projection formulation (Kinderlehrer & Stampcchia, 1980) it can be seen that the above inequality can be equivalently represented as

\[
\eta^* = P_X (\eta^* - u^*),
\]

where \( P_X(u) = [P_X(u_1), \ldots, P_X(u_{n+m})]^T \) and for \( i = 1, \ldots, n + m \)

\[
P_X(u_i) = \begin{cases} 
\begin{align*}
& d_i \quad u_i < d_i \\
& u_i \quad d_i \leq u_i \leq h_i \\
& h_i \quad u_i > h_i.
\end{align*}
\end{cases}
\]

On the other side, \( f(x^*) \leq f(x) \) implies that \( \forall f(x^*) = Qx^* + c - E^T u^* = 0 \). Thus \( x^* \) is an optimal solution of Eq. (3) if and only if there exist \( u^* \) and \( \eta^* \) such that \( (x^*, u^*, \eta^*) \) satisfies

\[
\begin{align*}
Ex &= \eta, \\
Qx + c - E^T u &= 0, \\
\eta &= P_X (\eta - u).
\end{align*}
\]

Substituting \( \eta = Ex \) and \( x = -E^{-1}(c - E^T u) \) into equation \( \eta = P_X (\eta - u) \), we have

\[
E Q^{-1} (E^T u - c) = P_X (E^{-1} (E^T u - c) - u).
\]

Then \( x^* \) is an optimal solution of Eq. (3) if and only if there exists \( u^* \) such that \( (x^*, u^*) \) satisfies

\[
\begin{align*}
E Q^{-1} E^T u + q &= P_X (E^{-1} E^T u - E^{-1} c - u) \\
x &= Ru + a,
\end{align*}
\]

where
where $R = Q^{-1}E^T$ and $a = -Q^{-1}c$. Therefore, we have the following proposition.

**Proposition 1.** Let $u^*$ be a solution of the following piecewise equation

$$Wu + q = P_X(Wu + q - u),$$

(5)

where $W \in \mathbb{R}^{(n+m) \times (n+m)}$ is a matrix and $q \in \mathbb{R}^{(n+m)}$ is a vector. If $W = EQ^{-1}E^T$ and $q = -EQ^{-1}c$, then $x^* = Ru^* + a$ is the optimal solution of Eq. (1).

According to Proposition 1, we can see that the optimal solution of Eq. (1) can be obtained by solving the piecewise equation (5).

### 3. One-layer neural network

We propose a recurrent neural network for solving both Eqs. (1) and (5), whose dynamical equation is defined as follows.

**State equation**

$$\frac{du}{dt} = \lambda [P_X(Wu + q - u) - Wu - q].$$

(6)

**Output equation**

$$x(t) = Ru(t) + a,$$

where $\lambda > 0$ is a scaling constant, $u(t) \in \mathbb{R}^{(n+m)}$ is the state variable, $x(t) \in \mathbb{R}^n$ is the output variable, and $R$, $W$, $q$, $a$ are defined in Eq. (5). It can be seen that the state equation described by Eq. (6) can be implemented by an analog circuit with a single-layer structure shown in Fig. 1, where $p = n + m$. The circuit consists of $(n + m)^2 + n + m + 1$ summers, $n + m$ integrators, and $(n + m)^2$ weighted connections. The projection operator $P_X(z)$ may be implemented by using a linear piecewise function. As for the convergence of the proposed neural network, we will obtain the following results:

(I) The state trajectory of the proposed neural network in Eq. (6) is globally convergent to a solution of piecewise equation (5) within a finite time if $W$ is symmetric and semidefinite, and is globally exponentially convergent if $W$ is symmetric and definite.

(II) If $W = EQ^{-1}E^T$ and $q = -EQ^{-1}c$, the output trajectory of the proposed neural network converges globally to a unique optimal solution of Eq. (1) within a finite time. Moreover, it has the following convergence rate

$$\|x(t) - x^*\|^2 \leq \frac{\gamma}{\lambda(t - t_0)} \quad \forall t > t_0,$$

where $\|\cdot\|$ is $l_2$ norm, $\gamma$ is a positive constant, and $\lambda > 0$ is defined in Eq. (6).

We now give a comparison between the proposed neural network and existing neural networks for solving Eq. (1). First, Kennedy–Chua neural network contains a penalty parameter, while the proposed neural network overcomes the disadvantage of the penalty parameters. Next, consider

![Fig. 1. Architecture of the state equation defined in Eq. (6).](image-url)
the existing primal-dual neural network for solving Eq. (1) (Xia, 1996). Its dynamical equation is defined as

State equation

$$\frac{dw}{dt} = (I + M^T)(P_{Q}(w - (Mw + q)) - w).$$

(7)

Output equation

$$x(t) = [I_n, O]w(t),$$

where $w(t)$ is the state vector and $I_n \in \mathbb{R}^{n \times n}$ is an unity matrix, $O \in \mathbb{R}^{n \times 2m}$ is a zero matrix, $\Omega = \{w = (x, y, z) \in \mathbb{R}^{n+2m} | d \leq x \leq h, y \geq 0, z \geq 0\}$, and

$$M = \begin{bmatrix} Q & E_1^T \\ -E_1 & 0 \end{bmatrix}, \quad E_1 = \begin{bmatrix} A \\ -A \end{bmatrix}, \quad q = \begin{bmatrix} c \\ b^2 \\ -b \end{bmatrix}.\]

It can be seen that the primal-dual neural network has a two-layer structure and the circuit realizing the state equation defined in Eq. (7) consists of $2(n + m)^3 + n + 2m$ summers, $n + 2m$ integrators, $2(n + m)^2$ weighted connections. Therefore, the proposed neural network has a lower complexity than the primal-dual neural network. Finally, unlike all existing neural networks for solving Eq. (1), the proposed neural network is shown to have a fast convergence rate including the finite-time convergence and the exponential convergence. Illustrative examples in Section 5 further show that the proposed neural network for solving Eq. (1) has a faster convergence rate than existing neural networks and related optimization methods.

4. Convergence results

In this section, we prove that the proposed neural network has a fast convergence rate, including the finite-time convergence and exponential convergence. A definition and two lemmas are first introduced.

**Definition 1.** A neural network is said to have a finite-time convergence to the optimal solution $x^*$ of Eq. (1) if there exists a time $\tau_0$ such that the output trajectory $x(t)$ of this network reaches $x^*$ for $t \geq \tau_0$. A neural network is said to be exponentially convergent to the optimal solution $x^*$ of Eq. (1) if the output trajectory $x(t)$ of this network satisfies

$$\|x(t) - x^*\| \leq c_0 e^{-\eta(t - \tau_0)}, \quad \forall t \geq \tau_0,$$

where $\eta$ is a positive constant independent of the initial point and $c_0$ is a positive constant dependent on the initial point.

**Lemma 1.** Let $\Omega \subset \mathbb{R}^N$ be a closed convex set. Then

$$(v - P_{Q}(v))^T(P_{Q}(v) - x) \geq 0, \quad v \in \mathbb{R}^N, \ x \in \Omega,$$

and

$$\|P_{Q}(u) - P_{Q}(v)\| \leq \|u - v\|, \quad v, u \in \mathbb{R}^N,$$

where $P_{Q}(u)$ is a projection function on $\Omega$, given by

$$P_{Q}(u) = \arg \min_{v \in \Omega} \|u - v\|.$$

**Proof.** See Kinderlehrer and Stampcchia (1980).

**Lemma 2.** (i) For any initial point there exists a unique continuous solution $u(t)$ for Eq. (6). (ii) Assume that $W$ is positive semidefinite. Then the set of equilibrium points of Eq. (6) is nonempty.

**Proof.** (i) By Lemma 1, we see that the right-hand term of Eq. (6) is Lipschitz continuous. Thus, for any initial point there exists a unique continuous solution $u(t)$ for Eq. (6).

(ii) According to the projection theorem (Kinderlehrer & Stampcchia, 1980), we know that there exists a solution to Eq. (5) and such a solution to an equilibrium point of Eq. (6), and thus the set of equilibrium points of Eq. (6) is nonempty.

We now establish the main results on the proposed neural network.

**Theorem 1.** If $W$ is symmetric and positive definite, then the state trajectory of the proposed neural network is globally convergent to a solution of Eq. (5) within a finite time when the designing parameter $\lambda$ is large enough. Moreover, if $W$ is positive definite, then the state trajectory of the proposed neural network is globally exponentially convergent to a unique solution of Eq. (5).

**Proof.** Let $u(t)$ be the trajectory of the state equation defined in Eq. (6) with any given initial point $u(t_0) = u_0$. Consider the following Lyapunov function

$$V(u) = \frac{1}{2}\|G(u - u^*)\|^2,$$

where $u^*$ is an equilibrium point of Eq. (6) and $G \in \mathbb{R}^{(n+m)(n+m)}$ is a symmetric and positive definite matrix satisfying $G^TG = (I + W)$. Then

$$\frac{d}{dt}V(u) = \left(\frac{dV}{du}\right)^T\frac{du}{dt} = \lambda(u - u^*)^TG^T\{P_A(Wu + q - u) - Wu - q\}.$$

Because $u^*$ satisfies $P_{Q}(Wu + q - u) - Wu - q = 0$, $u^*$ is a solution to the following problem (Pang & Yao, 1995): finding $u^*$ such that $Wu^* + q \in X$ and

$$(v - Wu^* - q)^Tu^* \geq 0, \quad v \in X.$$

Let $v = P_A(Wu + q - u)$. Then

$$\{P_A(Wu + q - u) - Wu^* - q\}^Tu^* \geq 0, \quad \forall u \in \mathbb{R}^{n+m}.$$
On the other hand, by Lemma 1 we have
\[(v - P_X(v))^T(P_X(v) - u) \leq 0, \quad v \in \mathbb{R}^{n+m}, \; u \in X.
\]
Let \(v = Wu + q - u\), and let \(u = Wu^* + q\), then
\[P_X(Wu + q - u) - Wu^* = q^T[Wu + q - u] - P_X(Wu + q - u) \geq 0, \quad \forall u \in \mathbb{R}^{n+m}.
\]
Adding the two resulting inequalities we get
\[\{P_X(Wu + q - u) - Wu^*\}^T\{(u^* - u) + P_X(Wu + q - u) + Wu + q\} \geq 0,
\]
then
\[(u - u^*)^T[I + W]\{P_X(Wu + q - u) - Wu^*\}
\[\leq - (u - u^*)^TW(u - u^*) - \|P_X(Wu + q - u) - Wu^*\|^2.
\]
It follows
\[(u - u^*)^T[I + W]\{P_X(Wu + q - u) - Wu^*\}
\[\leq -(u - u^*)^TW(u - u^*) - \|P_X(Wu + q - u) - Wu^*\|^2.
\]
Thus
\[
\frac{d}{dt}V(u) = \lambda(u - u^*)^T[I + W]\{P_X(Wu + q - u) - Wu^*\}
\[\leq - \lambda(u - u^*)^TW(u - u^*) - \lambda\|P_X(Wu + q - u) - Wu^*\|^2
\]
\[\quad - Wu - q^2.
\]
Since \(dV/dt = 0\) if and only if \(du/dt = 0\) and \(V(u) \geq \alpha \|u - u^*\|^2/2\), where \(\alpha > 0\) is the minimal eigenvalue of \(I + W\), the proposed neural network is globally convergent to its equilibrium point. We now show that the convergence time is finite. Suppose that the initial point \(u_0\) is not an equilibrium point of Eq. (6). Then
\[
\|P_X(Wu_0 + q - u_0) - Wu_0 - q\|^2 > 0.
\]
Define
\[
f(u(t)) = \|P_X(Wu(t) + q - u(t)) - Wu(t) - q\|^2, \quad \forall t \geq t_0.
\]
Then \(f(u(t)) \geq 0\) and \(f(u(t_0)) > 0\). Since \(f(u(t))\) is continuous, there exist \(\tau > 0\) and \(\delta > 0\) such that for any \(t \in [t_0, t_0 + \tau], f(u(t)) \geq \delta\). On the other side, from
\[
\frac{dV(u(t))}{dt} \leq - \lambda\|P_X(Wu + q - u) - Wu - q\|^2,
\]
it follows that for any \(t \geq t_0 + \tau
\]
\[
V(u(t)) \leq V(u(t_0)) - \lambda \int_{t_0}^{t} \|P_X(Wu(s) + q - u(s)) - Wu(s)
\[\quad - q\|^2 ds
\]
\[\leq V(u(t_0)) - \lambda \int_{t_0}^{t_0 + \tau} \|P_X(Wu(s) + q - u(s)) - Wu(s)
\[\quad - q\|^2 ds
\]
\[= V(u(t_0)) - \lambda \int_{t_0}^{t_0 + \tau} f(u(s))ds \leq V(u(t_0)) - \lambda \delta \tau.
\]
By taking
\[
\lambda = \frac{V(u(t_0))}{\delta \tau}.
\]
we see that when \(t \geq t_0 + \tau,
\]
\[
V(u(t)) \leq 2V(u(t_0)) - 2\lambda \delta \tau = 0.
\]
Thus \(V(u(t)) = 0\) for any \(t \geq t_0 + \tau\) and hence \(u(t) = u^*\) for any \(t \geq t_0 + \tau\). So, the state trajectory of the proposed neural network is globally convergent to a solution of Eq. (5) within a finite time.

Furthermore, when \(W\) is positive definite, there exists a \(\mu > 0\) such that \(\|u(t) - u^*\|^2W(u(t) - u^*) \geq \mu \|u(t) - u^*\|^2\). Since
\[
\frac{d}{dt}V(u) \leq - \lambda(u - u^*)^TW(u - u^*),
\]
\[
\frac{d}{dt}V(u) \leq - \lambda \mu \|u(t) - u^*\|^2 \leq - \frac{2\lambda \mu}{\alpha} V(u).
\]
It follows that
\[
\|x(t) - x^*\|^2 \leq 2V(u(t)) \leq 2V(u(t_0))e^{-\mu(t-t_0)}, \quad \forall t \geq t_0,
\]
where \(\mu = 2\lambda \mu/\alpha\). This proof is completed. □

**Theorem 2.** Assume that \(W = EQ^{-1}E^T\) and \(q = -EQ^{-1}c\). The output trajectory of the proposed neural network converges globally to a unique optimal solution of Eq. (1) within a finite time. Moreover, it has the following convergence rate
\[
\|x(t) - x^*\|^2 \leq \frac{\gamma}{\lambda(t-t_0)}, \quad \forall t > t_0,
\]
where \(\gamma\) is a positive constant.

**Proof.** Let \(u(t)\) be the trajectory of the state equation defined in Eq. (6) with any given initial point \(u(t_0) = u_0\). Since \(W = EQ^{-1}E^T\) is symmetric and semidefinite, by Theorem 1 we see that \(u(t)\) converges to an equilibrium point of Eq. (6) within a finite time. From Proposition 1 it follows that the output trajectory \(x(t)\) of the proposed neural network converges globally to a unique optimal solution of Eq. (1) within a finite time. In order to estimate the convergence
rate of \( x(t) \), we let \( u(t) - u^* = Pz(t) \), where
\[
P = \begin{pmatrix} I_1 & 0 \\ -A^T & I_2 \end{pmatrix},
\]
\( I_1 \in \mathbb{R}^{m \times m} \) is a unit matrix, \( I_2 \in \mathbb{R}^{m \times m} \) is a unit matrix, and \( O \in \mathbb{R}^{m \times m} \) is a zero matrix. Then
\[
(u(t) - u^*)^T W(u(t) - u^*) = z(t)^T P^T WP z(t).
\]
Since
\[
W = \begin{pmatrix} A & 0 \\ I & 0 \end{pmatrix} Q^{-1} \begin{pmatrix} A^T & I \\ I & 0 \end{pmatrix} = \begin{pmatrix} A Q^{-1} A^T & A Q^{-1} \\ Q^{-1} A^T & Q^{-1} \end{pmatrix},
\]
\[
P^T WP = \begin{pmatrix} I_1 & -A \\ O & I_2 \end{pmatrix} \begin{pmatrix} A Q^{-1} A^T & A Q^{-1} \\ Q^{-1} A^T & Q^{-1} \end{pmatrix} \begin{pmatrix} I_1 & 0 \\ O^T & I_2 \end{pmatrix} = \begin{pmatrix} O_1 & 0 \\ O^T & Q^{-1} \end{pmatrix},
\]
where \( O_1 \in \mathbb{R}^{m \times m} \) is a zero matrix. It follows
\[
(u(t) - u^*)^T W(u(t) - u^*) = z(t)^T Q^{-1} z(t),
\]
where \( z(t) = [z_1(t), z_2(t)]^T \), \( z_1(t) \in \mathbb{R}^m \) and \( z_2(t) \in \mathbb{R}^n \). According to the analysis of Theorem 1 we see that
\[
V(u(t)) - V(u(t_0)) \leq -\lambda \int_{t_0}^{t} (u(t) - u^*)^T W(u(t) - u^*) ds,
\]
and
\[
\alpha \|u(t) - u^*\|^2 \leq 2 V(u(t_0)) - 2 \lambda \int_{t_0}^{t} (u(t) - u^*)^T W(u(t) - u^*) ds.
\]
Then
\[
\alpha \|u(t) - u^*\|^2 \leq 2 V(u(t_0)) - 2 \lambda \int_{t_0}^{t} z(t)^T Q^{-1} z(t) ds.
\]
Let \( \delta_1 > 0 \) be the minimal eigenvalue of \( Q^{-1} \). Then
\[
\alpha \|u(t) - u^*\|^2 \leq 2 V(u(t_0)) - 2 \lambda \delta_1 \int_{t_0}^{t} \|z(t)\|^2 ds.
\]
Let \( \delta_2 > 0 \) be the minimal eigenvalue of \( P^2 \) and note that \( u(t) - u^* = Pz(t) \). Then
\[
\delta_2 \|z(t)\|^2 \leq \alpha \|z(t)\|^2 \leq 2 V(u(t_0)) - 2 \lambda \delta_1 \int_{t_0}^{t} \|z(t)\|^2 ds.
\]
Thus
\[
\|z(t)\|^2 \leq c_1 - \beta \int_{t_0}^{t} \|z(t)\|^2 ds,
\]
where
\[
c_1 = \frac{2 V(u(t_0))}{\delta_2 \alpha}, \quad \beta = \frac{2 \lambda \delta_1}{\delta_2 \alpha}.
\]
Then
\[
\|z(t)\|^2 + \beta \int_{t_0}^{t} \|z(t)\|^2 ds \leq c_1,
\]
and thus
\[
\int_{t_0}^{t} \|z(t)\|^2 ds < c_1 / \beta.
\]
It follows that for any \( t > t_0 \)
\[
\|z(t)\|^2 < \|z(t_0)\|^2 \int_{t_0}^{t} \|z(t)\|^2 ds \leq \frac{c_1}{\beta (t - t_0)},
\]
where \( t_0 < t \). Note that \( \dot{x} = Q^{-1} (E^T u^* - c) \), then
\[
x(t) - x^* = Q^{-1} E^T (u(t) - u^*) = Q^{-1} [A^T, I] Pz(t)
\]
\[
= Q^{-1} [A^T, I] \begin{pmatrix} I_1 & 0 \\ -A^T & I_2 \end{pmatrix} \begin{pmatrix} z_1(t) \\ z_2(t) \end{pmatrix}
\]
\[
= Q^{-1} [A^T, I] \begin{pmatrix} z_1(t) \\ -A^T z_2(t) + z_2(t) \end{pmatrix} = Q^{-1} z(t).
\]
Thus
\[
\|x(t) - x^*\|^2 \leq \|Q^{-1}\|^2 \|z(t)\|^2 \leq c_1 / \beta (t - t_0), \quad \forall t > t_0.
\]
Let \( \gamma = \delta_2 \alpha / c_1 \). Then
\[
\|x(t) - x^*\|^2 \leq \frac{\gamma}{\lambda(t - t_0)}, \quad \forall t > t_0.
\]
This proof is completed. \( \Box \)

5. Illustrative examples

In order to demonstrate the effectiveness and efficiency of the proposed neural network approach, we have implemented it in MATLAB to solve Eq. (1). In addition to the exponential convergence and real-time application of the proposed approach, we compared the performance of this implementation with the Kennedy–Chua neural network (KCNN), the primal-dual neural network (PDNN), and the numerical optimization method, respectively.

Examples 1 and 2 illustrate the exponential convergence of the proposed neural network.

Example 1. Consider the following quadratic programming problem

minimize \( f(x) = x_1^2 + x_2^2 + x_1 x_2 - 30 x_1 - 30 x_2 \)
\[
\frac{5}{12} x_1 - x_2 \leq \frac{35}{12},
\]
subject to
\[
\frac{5}{2} x_1 + x_2 \leq \frac{25}{2},
\]
\[-5 \leq x_1, x_2 \leq 5\]
This problem has a unique optimal solution $x^* = [5, 5]^T$ (Tank & Hopfield, 1986). Let

$$Q = \begin{bmatrix} 2 & 1 \\ 1 & 2 \end{bmatrix}, \quad A = \begin{bmatrix} 5/2 & -1 \\ 5/2 & 1 \end{bmatrix},$$

and let

$$d^0 = \begin{bmatrix} -5 \\ -\infty \end{bmatrix}, \quad h^0 = \begin{bmatrix} +\infty \\ 5 \end{bmatrix}, \quad b^1 = \begin{bmatrix} -\infty \\ -\infty \end{bmatrix},$$

$$b^2 = \begin{bmatrix} 35/12 \\ 35/2 \end{bmatrix}.$$ 

Then the above problem can be converted into the problem with the form (1). We use the proposed neural network to solve the above problem. All simulation results show that the output trajectory $x(t)$ of the proposed neural network is always exponentially convergent to $x^*$. For example, let $\lambda = 10$. Fig. 2 displays the convergence behavior of the $l_2$ norm error $\|x(t) - x^*\|$ based on the proposed neural network with 20 random initial points.

**Example 2.** Consider the following quadratic programming problem

$$\text{minimize } f(x) = x_1^2 + x_2^2 + 0.5x_3^2 + x_1x_2 + x_1x_3 - 4x_1$$

$$- 3x_2 - 2x_3,$$  \hspace{1cm} (9)

subject to

$$x_1 + x_2 + 2x_3 \leq 3$$

$$3x_1 - 9x_2 + 9x_3 = 1$$

$$0 \leq x_i \leq 4/3 \quad (i = 1, 2, 3)$$

The problem (9) has a unique optimal solution $x^* = [4/3, 7/9, 4/9]^T$ (Cichocki & Unbehauen, 1993). Let

$$Q = \begin{bmatrix} 2 & 1 & 1 \\ 1 & 2 & 0 \\ 1 & 0 & 1 \end{bmatrix}, \quad A = \begin{bmatrix} 3 & -9 & 9 \\ 1 & 1 & 2 \end{bmatrix},$$

and let

$$c = \begin{bmatrix} -4 \\ -3 \\ -2 \end{bmatrix}, \quad d^0 = \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \quad h^0 = \begin{bmatrix} 4/3 \\ 4/3 \end{bmatrix},$$

$$b^1 = \begin{bmatrix} -\infty \\ -\infty \\ -\infty \end{bmatrix}, \quad b^2 = \begin{bmatrix} 3 \\ 3 \\ 3 \end{bmatrix}.$$ 

Then the problem (9) can be converted into the problem with the form (1). We use the proposed neural network to solve Eq. (9). All simulation results show that the output trajectory $x(t)$ of the proposed neural network is always exponentially convergent to $x^*$. For example, let $\lambda = 5$. Fig. 3 displays the convergence behavior of the $l_2$
norm error $\|x(t) - x^*\|$ based on the proposed neural network with 20 random initial points.

Example 3 illustrates that the proposed neural network approach has a faster convergence rate than other related methods.

Example 3. Consider the quadratic programming problem (1), where $10 \times 10$ matrix
\[
Q = \begin{bmatrix}
  2 & 1 & 0 & \cdots & 0 \\
  1 & 2 & 1 & \cdots & 0 \\
  \vdots & \vdots & \vdots & \ddots & \vdots \\
  0 & \cdots & 1 & 2 & 1 \\
  0 & \cdots & 0 & 1 & 2
\end{bmatrix},
\]
$c = [-1, 4, -1, 1, 0, 0, 1, 0, 1, 0]^T$, $b^T = [1, -1, 0]^T$; $h = [7, 5, 1]^T$, and
\[
A = \begin{bmatrix}
  1 & -1 & -1 & 1 & 1 & 1 & 1 & -1 \\
  0 & 1 & 0 & 1 & 0 & 1 & 1 & 1 \\
  -1 & 1 & -1 & 1 & 0 & 1 & 1 & 0 \\
  1 & 1 & 1 & 1 & 1 & 1 & 1 & 1
\end{bmatrix}.
\]
This problem has a unique optimal solution
\[
x^* = [0.5, -1.5, 0, 1, -1.5, 2, -1, 0.5, 0, 0]^T.
\]
For a comparison, we compute this example by using the Kennedy–Chua neural network with the penalty parameter being 1000, the primal-dual neural network, the proposed neural network, and the numerical optimization method in MATLAB toolbox, respectively. The computational results are listed in Table 1, where the accuracy is defined by $l_2$-norm error $\|x(t) - x^*\|$. From Table 1 we see that the proposed neural network not only gives a better solution, but also has a faster convergence rate than other methods.

Example 4 illustrates the real-time application of the proposed neural network in robot motion control.

Example 4. Consider the resolution problem of the following forward kinematics equation
\[
r(t) = f(\theta(t)),
\]
where $t \in [0, T]$, $\theta(t)$ is an $m$-vector of joint variables, $r(t)$ is an $n$-vector of positions and orientations of the end-effector, and $f(\cdot)$ is a continuous nonlinear function with structure and parameters for a given manipulator. Since Eq. (10) is a time-varying nonlinear equations, it is more difficult for one to solve this problem directly. Differentiating Eq. (10) with respect to time yields the following linear relation between joint velocity $\dot{\theta}(t) \in \mathbb{R}^m$ and Cartesian velocity $\dot{r}(t)$ of the end-effector
\[
\dot{r}(t) = J(\theta(t))\dot{\theta}(t),
\]
where $J(\theta(t)) \in \mathbb{R}^{m \times m}$ is Jacobian matrix of $f$ and can be rank-deficient of singularity configuration. One resolution problem of kinematically redundant manipulators can be
formulated as
\[
\begin{align*}
\text{minimize} & \quad f(\theta) = \frac{1}{2} \theta^T M \theta + z^T M \dot{\theta}, \\
\text{subject to} & \quad J(\theta) \dot{\theta} = \dot{\theta}(t), \\
& \quad \dot{\theta}^\tau \leq \dot{\theta} \leq \dot{\theta}^+, 
\end{align*}
\]
(12)

where \( M \) is an \( m \times m \) scaling matrix, the superscripts \( + \) and \(-\), respectively, denote the upper and lower limits, \( z = \alpha (\theta - \theta(0)) \), and \( \alpha \) is a positive parameter to scale the magnitude of the manipulator response to joint displacement (Cheng, Chen, & Sun, 1994). Because of the time-varying feature in Eq. (12), the resolution problem has to be solved by real-time solution methods. It is easy to see that the above resolution problem can be written as the form of Eq. (1). The proposed neural network in Eq. (6) can be applied to solve the resolution problem.

We simulate a 7-DOF redundant manipulator (PA10) by using the proposed neural network. The PA10 manipulator (Portable General Purpose Intelligent Arm) has seven degrees-of-freedom (three rotation axes and four pivot axes). Joint angle limits \( \theta^\tau \) and joint rate bounds \( \dot{\theta}^\tau \) are shown in paper (Zhang, Wang, & Xia, 2003). Simulation has been performed for the path-following task that the end-effector of PA10 manipulator tracks a given circle in the three-dimensional workspace. For simplicity, let the weighting matrix \( M = I \) and \( \alpha = 4 \) in the simulation. We simulate the redundancy resolution problem of the PA10 manipulator for a circular motion with the radius of 0.2 m. The task time of the motion is 10 s, and the initial angular vector is \( \theta(0) = [0, -\pi/4, 0, \pi/2, 0, -\pi/4, 0]^T \).

Fig. 4 illustrates the transient behavior of the joint variables \( \theta \). Fig. 5 illustrates the transient behavior of the joint velocity variables \( \dot{\theta} \). Fig. 6 illustrates the transient behavior of the Cartesian position error, where \( e_x \), \( e_y \) and \( e_z \) denote the components of tracking position error, respectively, along the \( x \), \( y \) and \( z \) axes of the base frame. Fig. 7 illustrates the transient behavior of the velocity error, where \( \dot{e}_x \), \( \dot{e}_y \) and \( \dot{e}_z \) denote, respectively, the \( x \), \( y \) and \( z \)-axis components of
tracking velocity error at the end-effector of PA10 robot arm. For a comparison, the PA10 manipulator is also simulated by the numerical optimization method in MATLAB toolbox. Figs. 8 and 9 show the transient behavior of the velocity and position error based on the optimization method. It can be seen that the proposed neural network obtains the smaller error than the optimization method.

Fig. 5. Joint velocity variables of the PA10 manipulator along a circle in Example 4.

Fig. 6. Position errors of the PA10 manipulator based on the proposed neural network in Example 4.
6. Conclusion

In this paper, we have presented a recurrent neural network for solving strict convex quadratic programming problems and related linear piecewise equations. The proposed neural network can easily be implemented by a parallel circuit without analog multipliers for variables or penalty parameters. Compared with existing
neural networks for solving such problems, the proposed neural network has a low model complexity. In the theoretical aspect, it is shown that the state trajectory of the proposed neural network is globally convergent to a solution of piecewise equation (5) within a finite time and has an exponential convergence rate, and the output trajectory of the proposed neural network converges globally to a unique optimal solution of Eq. (1) and has a convergence rate in the form of Eq. (8). In the real-time application aspect, the proposed neural network is used directly to solve the resolution problem of kinematically redundant manipulator. Illustrative examples further show that the proposed neural network has a faster convergence rate than existing neural networks and related optimization methods.
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