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Abstract—Keeping a constant cutting force in CNC machining is very important for obtaining better stability of cutting operation and improving topography, texture and geometry of the machined surface. This paper presents a feed-rate optimization approach based on Material Removal Rate (MRR). Given a tool-path with predefined feed-rates, the geometry of raw material, and the shape of cutter, the histogram of MRR in very fine resolution can be efficiently computed by using a GPU-based geometric modeling kernel. Starting from the evaluation given on the finest histogram of MRR, error-controlled subdivision algorithms are developed to progressively segment the tool-path into user-specified number of sub-regions. Different feed-rates are assigned to different sub-regions so that nearly constant MRR can be achieved while keeping the shape of the given tool-path unchanged. Experimental tests taken on real examples verify the effectiveness of this method.

I. INTRODUCTION

Computer Numerical Control (CNC) machines that were first used in the 1950s now have been widely used in the industry to take mass production. With the help of CAD/CAM software, CNC machining process can be well planned beforehand and its quality and efficiency can be predicted precisely. A lot of researches have been taken to compute the tool-paths of CNC machining automatically so that they can be used to control the movement of cutters to form a designed shape by metal cutting. Recently, more and more researchers start to work on adjusting the feed-rate of cutter on a given tool-path to further optimize the machining result (ref. [1]). Different control parameters such as chip thickness, Material Removal Rate (MRR), maximal acceleration, and resultant forces have been used to optimize feed-rates. As lack of an efficient method to evaluate the Boolean operations in massive number of times, MRR-based method is only employed to adjust the feed-rate at a coarse level in the past (e.g., [2]). With the help of a geometric modeling kernel running on GPUs [3], we develop a new MRR-based technique that is able to optimize the feed-rates at any user specified level of details.

A. Problem Statement

During a machining process, MRR plays a very important role to the product’s quality, the tool life and the process efficiency. MRR refers to the volume of workpiece being removed by the moving cutting tool in a unit time. Low MRR results in low efficiency of machining process. In the contrary, high MRR may result in bad surface finishing and internal stresses can be formed over the production. Tools can be broken in severe case. Therefore, maintaining an optimal MRR through optimizing the feed-rate of tool-path is inevitable in a good machining process. The term feed-rate here refers to the feeding speed of a cutting tool. The problem becomes more critical in some industrial applications, where the process of extrusion is applied on the material of workpiece with a large cutter (see Fig.1 for an example). A histogram of highly varied MRR can be observed, where higher MRR indicates a higher force applied on the cutter. Variation of such forces generates unwanted impact on the spindle of a machine and therefore results in deflection on the machined part. Based on this reason, we derive the first objective of MRR-based optimization of feed-rates.

Objective I: The MRR, $R(t)$, is controlled within $[R_{\text{min}}, R_{\text{max}}]$ during the machining.

The target range of MRR is specified by users according to the materials of the workpiece and the cutter as well as the stiffness of the CNC machine’s spindle. In practice, they are determined via experimental tests. MRR with bounded variation during machining is achieved through adjusting the feed-rates of cutters. However, changing the feed-rates of a cutter too frequently within one tool-path such as what is shown in Fig.1 will easily cause the dynamic problems of a machine. Moreover, the software of some CNC machine limits the lines of G-code to be executed. Therefore, we place a second objective on our feed-rate optimization.

Objective II: While achieving a bounded MRR, $R(t) \in [R_{\text{min}}, R_{\text{max}}]$, the number of variations on feed-rates must be minimized.

To meet the criteria placed in these objectives, we develop a progressive segmentation approach in this paper. First, the histogram of MRR at very fine resolution is evaluated with the help of GPU-based solid modeling kernel [3]. The feed-rate scheduling to meet the requirement of $R(t)$ on a target MRR can then be taken at the finest resolution of tool engagement. To meet the demand on limited times of feed-rate adjustment, we develop a hybrid subdivision algorithm to segment the given tool-path into sub-regions and assign different feed-rates to each sub-regions. The subdivision is taken in a greedy manner with controlled variation of MRR.
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adjust the feed-rate simultaneously. Different types of data (vibration, cutting force etc.) over the machining process to methods using instant information (such as spindle speed, offline methods are respectively reviewed below.

Different methods have been proposed to optimize feed-rates with reference to data acquired in different ways. For example, a fuzzy adaptive control algorithm is applied in [4] with instant cutting force and vibration data. In [5], a dynamic characteristic-based fuzzy adaptive control algorithm is presented to avoid the influence of cutting force's variation, where the cutting force is indirectly evaluated in real-time by monitoring the motorized spindle current. This kind of online optimization approaches must be controlled at very fine resolution. Starting from the MRR at finest level, progressive segmentation algorithms are developed to generate optimized feed-rates meeting the demands of aforementioned objectives.

The major technical contribution of this paper comes from a new segmentation algorithm for feed-rate re-scheduling in CNC-machining, which significantly improves the quality of production by offline optimization. Comparing to the online feed-rate optimization techniques that require an open architecture of numerical control, this technique can be more generally taken on different types of CNC systems – it therefore has higher industrial impact in practice. To the best of our knowledge, this is the first MRR-based optimization approach that can result in optimal feed-rates with user-specified number of adjustments.

II. MRR EVALUATION

MRR at the finest resolution for a given tool-path is evaluated with the help of GPU-based solid modeling kernel [3]. Our study focuses on the 3-axis CNC machining although it can be generalized to handle 5-axis machining as well. As illustrated in Fig.1, the tool-path is actually a transformation function, \( T(t) \in \mathbb{R}^3 \), that can be illustrated as a 3D curve. We subdivide the whole trajectory into small intervals with length \( d \) (e.g., \( d = 0.5mm \)). These intervals are used to simulate the engagements of a cutting tool during the machining process. Without loss of generality, \( p_i \) is employed to denote the starting point of the \( i \)-th interval. That is, in this interval – also called the \( i \)-th engagement \( I_i \), the center of cutter’s frame moves from \( p_i \) to \( p_{i+1} \). There

Fig. 1. An example machining process of extrusion by a large cutter: (a) the workpiece, the cutter, the tool-path (in blue) and G-code used in the simulation, (b) the resultant workpiece, (c) the shape of cutter, and (d) the MRR of this machining step changing significantly during the engagement of cutter – where the improved MRR with optimized feed-rates is displayed in red.
are \( n \) such intervals, which approximate the engagement of a cutter by cascaded transformations: \( T_{i,\ldots,n} \) with \( T_i = p_{i+1} - p_i \).

Given a 3D solid model \( W \) for the workpiece before machining and a 3D model \( T \) for the cutter, solid modeling operators are employed to evaluate the shape variation of the workpiece during machining. Note that, the 3D model of a cutter used in the simulation can be obtained by revolution around its self-rotating axis (e.g., the model shown in Fig.1(b)). The shape of \( W \) after \( k \) engagements of the cutter can be obtained by Boolean operators as

\[
W_k = W_{k-1} \setminus S_k(T)
\]

with \( S_k(T) \) denoting the swept volume of \( T \) from \( p_k \) to \( p_{k+1} \) and ‘\( \setminus \)’ for subtraction operation of solids. When knowing the feed-rate of cutter in this engagement, the material removal rate \( R_k \) can be evaluated by

\[
R_k = \frac{V(W_{k-1}) - V(W_k)}{t_k},
\]

where \( t_k \) is the time spent on moving \( T \) from \( p_k \) to \( p_{k+1} \), and \( V(\ldots) \) represents the volume of a 3D model.

Computing a general swept volume is hard. Therefore, approximate methods are introduced to evaluate the swept volume more effectively (ref. [13], [15]). In our application for feed-rate optimization w.r.t. MRR at a fine resolution, the number of intervals is large. Boolean operations on 3D models need to be intensively applied. Evaluating exact Boolean operation on complex 3D models is time-consuming. Therefore, we conduct an alternative strategy to compute approximate MRR. First of all, Boolean operations are taken on a sampling-based representation – Layered Depth-Normal Images (LDNI), which is an extension of ray-rep. With the help of LDNI representation, the computation in 3D Boolean operations is degenerated into logic operations in 1D and can be performed in a highly parallel manner. This well fits the architecture of modern graphics hardware. As a result, Boolean operations on LDNI solids can be computed very efficiently (ref. [3]). Furthermore, when \( n \) is large (i.e., a small distance \( d \) is employed in our experimental tests), we take the following approximation of \( S_k(T) \) that

\[
S_k(T) = (p_{k+1} - p_1)T \cup (p_k - p_1)T.
\]

This results in a simplified method to evaluate the shape of \( W \) after \( k \) engagements as

\[
\tilde{W}_k = \tilde{W}_{k-1} \setminus ((p_{k+1} - p_1)T).
\]

An experimental test is taken to verify the accuracy of this simplification (see the illustration in Fig.2). We use this method to compute the shape of \( \bigcup_{k=1}^{n}((p_{k+1} - p_1)T) \), and it is compared with the analytically computed swept volume of the whole trajectory (i.e., \( \bigcup_{k=1}^{n}S_k(T) \)). LDNI representation with high resolution is employed in the tests. Very small error is observed from the statistics shown in Fig.2. In summary, this simplification is accurate enough to be used in the evaluation of MRR at fine resolutions.

### III. FEED-RATE OPTIMIZATION

Using the aforementioned method, MRR at fine resolution can be obtained efficiently. This section presents the algorithms for re-scheduling the feed-rates so that a target MRR can be achieved during the engagements of tools. Meanwhile, the number of feed-rate adjustments is minimized.

#### A. Re-Scheduling at Fine Level

The purpose of feed-rate optimization is to obtain a smooth and nearly constant MRR throughout the whole machining process by altering the feed-rates accordingly. At the instant that the cutting tool is removing small or no volume of material, we speed up the cutting tool’s engagement to improve the efficiency. When the cutter is removing a large volume of material, the movement of cutter is slowed down to reduce impact on both the workpiece and the cutter. This can be realized easily when it is allowed to adjust the feed-rate \( F \) during each interval of our MRR evaluation. In general, the average MRR in the \( i \)-th interval is \( V_i/t \) with \( V_i = V(W_{i+1}) - V(W_i) \) being the volume of removed material. Here \( t \) can be obtained from the length of an interval divided by the speed of tool’s movement as \( t = d/(F \cdot \text{G-code}) \), and the feed-rate is scaled by 60 as its unit in G-code is mm/min. Therefore, to meet a target MRR \( \bar{R} \), the feed-rate \( F_i \) in each interval is adjusted to

\[
F_i = \frac{60d}{V_i} \cdot \bar{R}.
\]

However, such kind of feed-rate scheduling taken at the fine level results in too many times of feed-rate adjustments to meet the demand described in Objective II.

#### B. Re-Scheduling by Groups

The divide-and-conquer strategy is applied to re-schedule the feed-rates to satisfy the demands in both objectives. Limited number of feed-rates are given to minimize the resultant MRR in each interval with reference to the target MRR. This can be considered as a segmentation problem to subdivide all the \( n \) intervals into \( m \) groups with \( m \ll n \). The intervals in each group \( \Pi_j \) are assigned with a constant

<table>
<thead>
<tr>
<th>d</th>
<th>LDNI Res.</th>
<th>Volume ((V_{b0}))</th>
<th>Volume ((V_{f0}))</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.0</td>
<td>1024 *</td>
<td>30785.7</td>
<td>30891.4</td>
<td>0.0009%</td>
</tr>
<tr>
<td>1.0</td>
<td>1024 *</td>
<td>30785.5</td>
<td>–</td>
<td>0.0427%</td>
</tr>
<tr>
<td>0.8</td>
<td>1024 *</td>
<td>30786.8</td>
<td>–</td>
<td>0.0473%</td>
</tr>
<tr>
<td>0.5</td>
<td>1024 *</td>
<td>30787.0</td>
<td>–</td>
<td>0.0467%</td>
</tr>
</tbody>
</table>
The objective of this iteration is to make
by subdividing the groups into smaller sub-groups iteratively.

\[ E_i = (R_i - \bar{R})^2 \]
defines the MRR error on the \( i \)-th engagement. Given a segmentation with groups \( \{\Pi_j\} \), the total MRR error on the whole tool-path is then defined as

\[ E(\{\Pi_j\}) = \sum_i E_i = \sum_i \left( \frac{F(\Pi_j)V_i}{60d} - \bar{R} \right)^2. \]

This actually defines the \( L^2 \)-norm between the current MRR and the target. Minimizing \( E(\{\Pi_j\}) \) results in the minimal deviation of MRR in each engagement w.r.t. \( \bar{R} \). From

\[ \frac{\partial E(\{\Pi_j\})}{\partial F(\Pi_j)} = 0, \]

we can derive the optimal value of feed-rates in each group as

\[ F(\Pi_j) = 60d \bar{R} \cdot \frac{\sum_{i \in \Pi_j} V_i}{\sum_{i \in \Pi_j} V_i}. \]

Note that, in some CNC machines, the values of feed-rates are quantized into limited levels. In such cases, \( F(\Pi_j) \) obtained from Eq.(8) is projected onto the nearest value in quantization.

Now the left problem is how to find a minimal segmentation with \( R_{\min} \leq R_i \leq R_{\max} \). At the same time, the feed-rates must also be controlled within a user specified range \( [F_{\min}, F_{\max}] \), which are constrained by the performance of CNC machines. We first group the intervals according to the engagements specified in G-code of the input tool-path. Each group is assigned with a temporary feed-rate by Eq.(8).

In the case that the determined \( F(\Pi_j) \) is out of the range \( [F_{\min}, F_{\max}] \), a nearest feed-rate in the allowed range is assigned to \( F(\Pi_j) \). Next we further optimize the feed-rates by subdividing the groups into smaller sub-groups iteratively. The objective of this iteration is to make \( R_{\min} \leq R_{i=1,...,n} \leq R_{\max} \) be satisfied using limited number of groups and feed-rates.

By means of subdividing a group between the engagements \( I_i \) and \( I_{i+1} \), we insert the point \( p_{i+1} \) as an intermediate location in the G-code of tool-path. As demonstrated in Fig.3, one engagement in the input G-code has been refined into five engagements with different feed-rates.

\[ \Pi_{\text{act}} = \arg \max_{\Pi_i} \left\{ \forall i \in \Pi_j \mid E_i \right\}. \]

This selection in fact is taken according to the \( L^\infty \)-norm on the MRR error.

In the second step of subdivision, among all engagements \( I_{s,...,e} \) inside \( \Pi_{\text{act}} \), we need to generate a partition to separate them into two sub-groups: \( I_s \) to \( I_l \) (denoted by \( \Pi_{l_{\text{act}}}[l] \)) and \( I_{l+1} \) to \( I_e \) (denoted by \( \Pi_{l_{\text{act}}}[l] \)). For a given \( l \), the optimal feed-rates can be obtained by Eq.(8) for \( \Pi_{l_{\text{act}}}[l] \) and \( \Pi_{l_{\text{act}}}[l] \) respectively. With which, the resultant MRR error according to the subdivision at \( l \) is

\[ E_{\text{sub}}(\Pi_{l_{\text{act}}}, l) = \sum_{i=s}^{e} \left( \frac{F(\Pi_{l_{\text{act}}}[l])V_i}{60d} - \bar{R} \right)^2 + \sum_{i=l+1}^{e} \left( \frac{F(\Pi_{l_{\text{act}}}[l])V_i}{60d} - \bar{R} \right)^2 \]

Among all the possible choices of \( l \), the one leading to a minimal \( E_{\text{sub}}(\Pi_{l_{\text{act}}}, l) \) is employed to conduct the subdivision.
D. Subdivision by Flooding

In the algorithm introduced above, exhaustive search is taken to locate a best place to conduct the subdivision. The algorithm has the complexity of $O(n^2)$ for a group with $n$ engagements. A more efficient flooding algorithm is developed here to get a good location of subdivision with linear complexity – $O(n)$. Different from the subdivision using the exhaustive search strategy, this flooding algorithm is based on the heuristic that bounding the range of MRR variation in both left and right sub-groups leads to a good partition. With this partition and the optimal feed-rates obtained from Eq.(8), the MRR error can also be reduced promptly.

Starting from the most-left engagement $I_s$ and the most-right engagement $I_e$, two sub-groups are progressively enlarged where the one introducing smaller MRR variation will have higher priority to expand. Detail steps for generating the partition are listed below.

1) Initialization by $\Pi^L_{act} = \{I_s\}$ and $\Pi^R_{act} = \{I_e\}$;
2) Assign $L_{min} = L_{max} = R_s$, $R_{min} = R_{max} = R_e$;
3) Evaluate the cost of expanding left sub-group as

$$C_L = \max \{R_{max} - R_{min}, \max(L_{max}, R_{s+1}) - \min(L_{min}, R_{s+1})\};$$

4) Evaluate the cost of expanding left sub-group as

$$C_R = \max \{L_{max} - L_{min}, \max(R_{max}, R_{e-1}) - \min(R_{min}, R_{e-1})\};$$

5) When $C_L < C_R$, adding $I_{s+1}$ into $\Pi^L_{act}$, updating $L_{min}$ & $L_{max}$ and letting $s = s + 1$;
6) If $C_L \geq C_R$, adding $I_{e-1}$ into $\Pi^R_{act}$, updating $R_{min}$ & $R_{max}$ and assigning $e = e - 1$;
7) Go back to step 3) until $s = e - 1$.

The left column of Fig.4 illustrates the progressive results generated by this flooding algorithm.

E. Hybrid

We compare the converging speed on the MRR errors of the above two subdivision strategies. As shown in Table I and Fig.4, the flooding based method converges in the same trend as exhaustive search but slightly slower. Based on this observation, a hybrid approach is employed in our implementation. When the number of engagements in a group is more than $z$ (e.g., $z = 30$ is used in our tests), the flooding based subdivision is employed. Once groups becomes small, the exhaustive search is conducted to find the best refinement.

<table>
<thead>
<tr>
<th>No. of Groups</th>
<th>MRR Error $E({I_i})$</th>
<th>Flooding</th>
<th>Exhaustive Search</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>1,798,634.0</td>
<td>1,604,388.1</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>1,283,127.0</td>
<td>1,143,502.4</td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>1,147,297.1</td>
<td>1,111,366.8</td>
<td></td>
</tr>
<tr>
<td>41</td>
<td>1,101,741.4</td>
<td>1,081,905.8</td>
<td></td>
</tr>
<tr>
<td>51</td>
<td>1,084,741.2</td>
<td>1,073,660.6</td>
<td></td>
</tr>
</tbody>
</table>

IV. RESULTS AND CASE STUDY

The whole pipeline of our MRR-based feed-rate optimization approach is formed by 1) the GPU-based solid modeling kernel for evaluating the MRR at fine resolution and 2) the progressive segmentation approach for generating optimal feed-rates with limited number of variations. The GPU-based solid modeling kernel is implemented by C++ and nVIDIA CUDA Library, and source code of the kernel is publicly accessible (ref. [17]). The optimization algorithms are implemented by Processing [18]. Example results can be found in Figs.1 and 4.
Our case study is collaborated with a machining factory producing actuator-arms in hard-disk drives, which read/write data to disks. The quality of this actuator-arm is of paramount importance as small deflection on the actuator-arm will lead to unwanted scratches on the disk surface made by the magnetic head attached on the arm. Extrusion machining is intensively employed on more than thousand CNC machines in the factory (see Fig.5). All are suffered from the problems of unwanted impacts generated by non-uniform material removal rate. In our study, feed-rates in the last machining process of extrusion are considered. The deflection of actuator-arms is analyzed by measuring the arm-roll on the tip of an arm (see Fig.6 for an illustration).

In our tests, the target MRR $R$ is assigned as 70. Experiments are taken on the optimized feed-rates with 11, 31 and 51 adjustments respectively. The statistical measurements of arm-rolls are shown in Fig.7 and compared with the machining result using constant feed-rate (denoted by ‘N’). It can be observed that our optimization results in smaller deviation on arm-role among the product trials. Moreover, most trials obtained from the optimized feed-rates show tendency towards zero arm-roll.

V. CONCLUSION

In this paper, we present an approach to automatically optimize the feed-rates of an input tool-path according to the material removal rate (MRR). The objective of this optimization is to adjust MRR on a resultant tool-path as constant as possible. Another constraint on the number of feed-rate adjustments has also been considered in this approach by a progressive segmentation strategy. As a result, our method can effectively reduce the variation on MRR of a given tool-path with limited number of feed-rate adjustments. This has also been verified by a case study on real products. More experiments will be carried out to further verify the effectiveness of this approach on different machines and different materials. We plan to attach sensors on cutter to monitor the influence over different parameters after the feed-rate re-scheduling.

Only tool-paths of 3-axis CNC machining are considered in this paper. However, as long as the MRR at fine resolution can obtained, our feed-rate optimization algorithm can be generally applied to tool-paths of 4-axis and 5-axis CNC machining. This will be conducted in our future work.
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